DATE OF EXAM 2014-15 Solution
Probability Theory (Stochastic Processes) - Final Exam - M-math 2nd year

Let (Q,F, P) be a probability space. All random variables or stochastic processes below will be on this
probability space.

1. (a) Let {B;} be a standard Brownian motion. Prove that, with probability 1,

n—oo 1N
b) Let {X:}ie[0,00) be a stochastic process. Show that the following are equivalent.
i) {X;} is a Brownian motion.
ii) {X:} is a centred Gaussian process with Cov[ X, Xi] = s A t, Vs, t > 0.
c) Let {B;} be a Brownian motion. Using part (b) or otherwise, show that {3 By} is also a Brownian
motion.

Py

Solution:

(a)
EB _ (B2n — Ban—2) + (Ban—2 — Bop—4) + -+ + (B2 — By)
no 2" n '
Now, (Ba; — Bai—2) ~ N(0,2) for each ¢ = 1,--- ,n. And for each i, (By; — Bag;—2) are i.i.d. random

variables. Therefore by the law of large numbers %Bgn — 0, as n — oo.

(b) The covariance function determines the finite-dimensional distributions of a centered Gaussian process
since a multidimensional normal distribution is determined by the vector of expectations and by the
covariance matrix. Therefore X is characterized by (ii). Hence, it is enough to show that, for Brownian
motion X, we have Cov[X, X;] = min(s, t). This is indeed true since for t > s, the random variables X
and X; — X, are independent; hence

Cov[ X, Xi] = Cov[Xs, Xt — Xs| + Cov[Xs, Xs] = Var[X;] = s.
(c) Say X; := By From (b), for ¢t > s
1 1
Cov[Xs, Xy]| = Var[X,] = Var[§B45] =1 -ds =s.

And, also E[1By] = 0, Since E[B,] = 0. Therefore {}By,} is also a Brownian motion.

2. Let (B;) be a standard one dimensional Brownian motion.
(a) Let X be an N (0, 1)-distributed r.v., which is independent of {B,}. For any ¢ € [0, 1] show that

P(VI—1X| < |Bi) = ;arcsin(\/i).



(b) Let 7, := inf{s > 0 : B, = b}. Show that for b > 0,

E(e)\n) — efb\/ﬁ'

(c) Show that for any a > 0, ¢t > 0

P{sup{B;,0 < s <t} > a} =2P{B; > a}.

Solution: (a) Let B be an another independent Brownian motion. By the reflection principle,

P[B, # 0 Vs € [t, 1]

:/oo P[B, # 0 Vs € [t,1]|B; = a]P[B; € da]

/ IP’MB >0Vs € [0,1—¢]P[B; € dal

/ o[Br_s < [al]PB, € da]
— P[[B1_| < B

Define B
X = 2L
Vi

Now, if X and Y are independent and N (0, 1)-distributed, then

(By, Bi_y) 2 (VEX, VI —1Y).

Hence
BVI—1lY| < VEX]]
=P[Y? <t(X?+4Y?)]
1 xT
= 27T dl‘/ dy € = +y )/ ]]-{y2<t(w2+y )}
1 oo 2
,T’L’/Q .
=5 rdre / dollsin(p)2<ty  [by polar coordinates]
™ Jo 0 -
2
= Zarcsin(V1).
T
Therefore,

P(vV1—t|X| < |B]) = 2aurcsln(\/zg)

(b) By Itd’s formula we can show that (exp(oB; — %Zt))tzo is a martingale. Let us denote, M; :



exp(oB; — %Zt) Therefore, by martingale property,
E[M:,] = E[My]
o2
=Elexp(cb — ?Tb)] =1

o2
= exp(ab)]E[exp(ngb)} =1

~Elexp(~ % 7)) = —
xp(——1p)] = .
Plmgm exp(ob)
Now, choose o = v/2\. Therefore
1
Elexp(—=Am)| = .
lexp( 2l exp(b\/ﬁ)

(c) If B is a Brownian motion and if K # 0, then (K ~'Bgz2;):>0 is also a Brownian motion. Without
loss of generality, we may assume ¢t = 1. Let 7 := inf{s > 0 : By > a} A 1. By symmetry, we have
Py[Bi—r > a] = % if 7 < 1; hence
P[By > a] = P[B1 > a|t < 1]P[r < 1]
=P,[Bi—r > a]P[T < 1]
1
Therefore the result follows.

O

3. Let (B:) be any one dimensional Brownian motion, (F;) its natural filtration and 7 a finite stopping
time.

(a) Show that (B4, — B;)i>0 is a standard Brownian motion independent of F;.

(b) Using part a) or otherwise show that the strong Markov property holds at 7.

Solution: (a) We first show our statement for the stopping times 7,, with discretely approximate 7 from
above, 7, = (m + 1)27" if m2™" < 7 < (m+ 1)27". Write By, = {By(t) : t > 0} for the Brownian
motion defined by By (t) = B(t + k/2™) — B(k/2™), and B, = {B.(t) : t > 0} for the process defined by
B,(t) = B(t + 7,) — B(7y,). Suppose that E € F, . Then, for every event {B, € A}, we have

P({B. € A}NE) = ffIP’({B,c e A}nENn{r, =k27"})
k=0

= P{By € A}P(EN{r, =k27"}),
k=0
using that {Bj € A} is independent of E N {r, = k27"} € F,’,_,. Again, P{B; € A} = P{B € A} does
not depend on k, hence

iP{Bk € AYP(EN{r, =k2"}) = P{B € A} ilP’(E N {r = k27"})
k=0 k=0
— P{B € A}P(E),



which shows that B, is a Brownian motion and independent of E, hence of ]-'Tt .
It remains to generalise this to general stopping times 7. As 7,, | 7 we have that {B(s+7,)—B(7,) : s > 0}
is a Brownian motion independent of 7" O F. Hence the increments

B(s+t+7)—B(t+71)= ILm [B(s+t+7,) — B(t+7,)]
n o0

of the process {B(r + 7) — B(7) : r > 0} are independent and normally distributed with mean zero and

variance s. As the process is obviously almost surely continuous, it’s a Brownian motion. Moreover all

increments, B(s+t+ 1) — B(t + 7) = lim,,,oo[B(s + t + 7,) — B(t + 75,)], and hence the process itself,
are independent of F..

(b) Let P, denote the probability measure s.t. B = (B;)>0 is a Brownian motion started at € R, i.e.
the process (B; — x)¢>0 is a standard Brownian motion.
We have to show that, for every bounded measurable F' : R — R and z € R,

Eo[F((Btsr)ez0)|Fr] = Ep, [F(B)]. (1)
It is enough to consider continuous bounded functions F' that depend on only finitely many coordinates
t1,---,tn since these functions determine the distribution of (Biy;)i>0. Hence, let f : RY 5 R be
continuous and bounded F(B) = f(By,, -+, Bty ). The map z — E,[F(B)] = Eo[f (B, +2, -+ , Biy +2)]
is continuous and bounded. Now let 7" := 27"|2"7 4 1] for n € N. Then 7" is a stopping time and
7" | 73 hence Byn 2—=2% B, a.s.. Now every Markov process with countable time set (here all positive
rational linear combinations of 1,¢1,--- ,ty) is a strong Markov process. Hence,

Eo[F((Brntt)tz0)[Frn] = Eolf (Brrgty, -+ Brngay ) [ Frn]
= EBTH [f(Btl7 e 7BtN)]
= Ep, [f(Bus - Biy) = Ep [F(B)]. (2)

n—oo

As B is right continuous, we have F'((Bynit)t>0) —— F((Br+t)t>0) almost surely and in L' and thus

E[|Ey[F((Brnyt)i>0)|Frn] = B [F((Brit)e=0) | Frn]|]

< E,[|[F((Brni)i20) = F((Brit)iz0)[] == 0. (3)
Furthermore,
Fon | Frg i= N F, D Fr.

o>T1 is a stopping time
By and 7 we get
Ep, [F(B)] = lim Eu[F((Brryt)ez0)[Frr]

T n—oo

= lim E,[F((Byy¢)i>0)|Frn]

n—oo

= Eo[F((Brst)t>0)| Frl-

The L.H.S. is F,- measurable. The tower property of conditional expectation thus yields .



